New Zealand’s path to prosperity, as a small nation, is paved with pragmatic and collaborative approaches to translating advanced practices and technologies into the research system – NeSI is a key enabler in making this happen.

NeSI is a leading example of a national collaboration across the research system. NeSI brings together high-tech skills and infrastructure from across its investors, connecting with a broader range of researchers around the country to enhance their research.

NeSI does this from within the sector as the specialist capabilities being harnessed aren’t easy to build and sustain, and are strongly defined by the research they support. An unincorporated body, NeSI receives investment from New Zealand universities, Crown Research Institutes and the Crown. The investors are the University of Auckland, University of Canterbury, NIWA (National Institute of Water & Atmospheric Research Ltd), Landcare Research, the University of Otago and the Ministry of Business, Innovation and Employment.

NeSI has grown the pre-existing capabilities at these investing institutions, with the University of Auckland as Host and the Centre for eResearch as one of five key collaborators. As we look ahead to 2015, NeSI’s investors have renewed their commitments for a further four years, and the team are looking forward to continuing in their support role working with researchers nationwide.

NICK JONES
Director, New Zealand eScience Infrastructure
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2014 has been an extremely busy year for the Centre for eResearch. In partnership with NeSI, we have added some more hardware into our High Performance Computing facility (the Pan cluster), and a lot more researchers, projects and applications into our portfolio. We passed the landmark of 50 million CPU hours delivered and used by researchers since our record keeping began in January 2012. Over 50 scholars have now passed the mark of using over 500,000 CPU hours in support of their research. In many branches of research, access to massive amounts of computing power is now a prerequisite for those who aspire to publish in quality journals, and this trend is set to continue as more fields adapt to the opportunities afforded by large-scale analysis and simulation. These computing resources have been used to enable much diverse research, from archaeology to zoology; from cosmology to nano-materials. The Centre’s offerings have grown too. We now provide a Research Virtual Machine (RVM) service that supports interactive research applications, both on Linux and Windows, we also run a large-scale visualisation facility (using 20 displays working in synchrony) and we offer a variety of workshops to up-skill researchers in eResearch and high performance computing.

The report presented here details some of these achievements, showcasing a small cross-section of the projects we have worked on, providing metrics to show the extent that we have raised the computational capability of researchers across the University, and lists the research outcomes that have resulted from these efforts.

In 2015, we look forward to beginning new work to better support research data, to the expansion of our RVM and visualisation capabilities and to a continued partnership with the refunded NeSI. Get in touch with us if you face computational challenges with your research.

PROFESSOR MARK GAHEGAN
Director, Centre for eResearch, The University of Auckland

Mapping references to earthquake in over 2 million Wikipedia articles and travel blog entries.
Enabling computationally-intensive research

Research facilities and support

The Centre serves as the gateway for researchers within the University to access the NeSI High Performance Computing facilities. We actively engage with researchers to assess their needs, provide training, support, advice and consulting services in order to help them to achieve better computing performance and research outcomes. The facilities and support we offer are outlined as below:

| NeSI Pan Cluster | Provides high performance computing platforms.  
| | A national data storage and sharing service.  
| | Expert support to enhance the performance of research software.  
| | Single sign-on to the platform across the New Zealand research sector.  
| | Scaling: to facilitate compute-intensive research projects.  
| Research Virtual Machine | Work closely with ITS to provide support and maintenance on virtual machines for researchers across various departments.  
| | Facility includes 62 CPUs, 5.7TB disc space and 440 GB memory RAM.  
| | Allows Windows users to run demanding or interactive workflows on high performance machines.  
| | Provides a stable environment with multiple checkpoints for potential recovery.  
| Visualisation | The Clustered Optiportal (Ubuntu - 12.04 SAGE) system has a total of 6 machines, 1 head node, 5 display nodes and a combination of 20 high-resolution displays in a tile-wall arrangement, which provides a 46 million pixel to support data visualisation and interactive computing tasks.  

Scaling

**Definition:** In many ways, the NeSI Pan cluster offers significant advantages over desktop computers for compute-intensive projects. This is because the cluster helps overcome common limiting factors such as the availability of memory and the number of processors available. This section illustrates how the cluster helps to scale different research projects under following limiting factors:

| Throughput | The cluster enables researchers to run more jobs at a time than they would be able to run without the cluster. A typical scenario is where several similar simulations are performed to test the importance of key parameters in an underlying model. Being able to test various conditions simultaneously can greatly improve a researcher’s productivity by decreasing the time it takes to compute such simulations.  
| CPUs | Many scientific software applications can utilise multiple CPU cores concurrently across one or more computers. The cluster enables researchers to run such applications with a much higher CPU core count than they would otherwise have access to. This reduces the amount of time required to produce results and allows researchers to expand the scope of their investigations.  
| Memory | Each cluster node has more memory than a standard desktop computer. This category covers scenarios where researchers can work with larger data sets or more detailed models because of the amount of memory available to them, either on a single cluster node, or by leveraging memory across multiple cluster nodes.  
| Optimisation | This category covers scenarios in which research codes and workflows have been optimised to reduce the amount of time required to generate results. This includes general improvements made to program efficiency as well as extensions to enable parallel processing. Improved software configuration and installation are also included in this category.  

A breakdown of improvements achieved for the University of Auckland researchers using the NeSI Pan cluster against the four factors of throughput, CPUs used concurrently, memory and application optimisation. As the graphs show, the majority of researchers achieved scaling from 2-32 times across these various factors, with a few achieving 500 or even 1000 times increase in their capabilities. Exactly how much scaling is achieved depends on many factors, including the exact nature of the algorithms used, the volume of data produced and consumed, and the time spent in improving the various aspects of the computational workflow.

Each of the graphs that follow shows the total number of research projects that have been scaled (horizontal axis) across the various factors described above (vertical axis). The scaling factor value shows the improvement in productivity from using the cluster.

For example, the graph below shows that 2 projects have reported an improvement of between 8-16 times due to the higher number of CPU cores available to them.
Training for researchers
The Centre provides a series of training workshops available for researchers to learn some of the skills required to gain advantage from our advanced computing facilities. These workshops range from courses for inexperienced compute users to more sophisticated software modelling assistance. The courses run throughout the year, as needed, with introductory training offered every week.

Key aspects of the courses:
• What is high performance computing?
• Concept of parallel programming.
• Shared and distributed memory programs.
• Hardware and software resources.
• Access, job submission and data management.
• Best practices and security measures.
• SLURM installation, extension and support.
• How to migrate workflows between job schedulers.
• Using new job scheduling command line tools.
• Advanced job submission features.
• Hands on training and guidance.
• Expert consultation for in-depth support needed can be arranged through appointments with our consultants.
• Development of high performance workflows.
• Support in data visualisation.
• Software and systems development for interdisciplinary projects.

Research outcomes enabled
The Centre and the NeSI staff currently support hundreds of researchers and their research projects across the University. The use of the High Performance Computing facility continues to grow at a fast pace. The graph below shows the increase in our activities over the last 3 years. The number of active researchers appears stable but in fact there is a lot of turnover each year, particularly among the postgraduate community. We add several new users each week.

The above figures are the numbers of researchers who have submitted at least one job during the year. Projects closed are not re-counted in the subsequent year.
The increased number of core hours delivered to researchers during each investment year is consistent with the growth of the HPC capacity through multiple investments in hardware. By 2012, the incremental investments made to the Pan cluster were close to 2.97 million. A further 1.9 million was invested in 2013 which brought the total investment in Pan cluster to 4.87 million by the end of 2013.

The above figures illustrate the millions of core hours used each year by the University of Auckland researchers through the NeSI Pan cluster. The dotted line prior to 2012 is an estimate due to lack of data, while the dotted arrow in the end forecasts core hours that should be achieved by the end of 2014.

The chart below categorises research outcomes collected between 2013 and 2014 by type and by faculty. The information was gathered by survey and sent to all of our users. About an 89% response rate was achieved—so some outcomes will be unknown to us. The outputs under *others are either in the form of international collaboration success, awards, PhD student internal reports or papers in progress. A detailed list of all of these research outcomes is provided in the Appendix.

Research outputs

<table>
<thead>
<tr>
<th>Research output</th>
<th>Faculty of Science</th>
<th>Faculty of Engineering</th>
<th>Other Faculties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal article</td>
<td>8</td>
<td>9</td>
<td>71</td>
</tr>
<tr>
<td>Oral presentation</td>
<td>4</td>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>Thesis</td>
<td>1</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>Conference proceedings</td>
<td>3</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Poster</td>
<td>1</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Grant</td>
<td>1</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Patent</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Book</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Other Faculties include Faculty of Medical Health Sciences, Faculty of Arts and Liggins Institute.
Case Study 1

The formation of surface archaeological deposits in arid Australia

Ben Davies, School of Social Sciences

How does the archaeological record form? The deposits that archaeologists study are the product of both behavioural and geophysical processes, both of which operate at varying tempos over time. However, archaeological studies often emphasise the role of human behaviour, looking for signals of human activity within arrangements of artefacts and features. Geophysical and post-depositional processes are typically thought of as disturbances to signals of human behaviour, generating an incomplete record that archaeologists are tasked with reconstructing. Different deposits, depending on their contexts, are considered to be more or less informative based on impressions of degrees of preservation. Changes which occur to archaeological deposits throughout their existence cannot always be neatly separated from the residues of an original (or any) occupation event. Interpretations which attempt to fit synchronic behavioural reconstructions on to a record perceived as incomplete presume a subtractive rather than generative nature for archaeological deposits, ignoring potentially informative patterning based on perceptions of preservation. An alternative is to view the archaeological record not as partial or fragmentary, but as a complete outcome from the long-term accumulation of processes occurring at a given location. From this perspective, it is the job of the archaeologist to associate recorded patterning within the record with a combinative set of formational processes rather than discrete sociocultural events.

This study is aimed at understanding the formation dynamics of surface archaeological deposits in order to identify what kinds of patterns might be associated with different formational processes, both behavioural and geophysical.

Surface archaeology in Australia’s arid zone

Australia’s arid zone is dominated by surface scatters of stone artefacts and cooking hearths. These are notoriously difficult for archaeologists to interpret due to stratigraphic mixing caused by long term erosion, and are often incorporated into settlement models based on an exclusively behavioural model. But what these deposits lack in terms of vertical integrity is made up for by the high degree of visibility over large spatial extents. This kind of record can offer archaeologists an opportunity to understand prehistoric use of space at the landscape scale, something typically hampered by the expense and logistics of excavation.

Previous research at Rutherford’s Creek in western New South Wales has produced a record of radiocarbon dates which have been obtained from ancient cooking hearths. When taken together, these show a general trend of greater numbers of dates in the more recent past, as well as noticeable gaps in the occupation history for the area. The overall increasing trend may be consistent with an increasing population, while the gaps may be explainable as human absence or the effects of dispersal and congregation. Both of these patterns, however, may also be consistent with differential preservation rather than any particular activity set. Furthermore, there is some evidence to suggest that people in the past were regularly carrying away stone artefacts in fairly large numbers. This is seen in the low amount of cortex (the outer weathered surface of stone nodules) found in archaeological assemblages, indicating that the mobility of the people who manufactured the artefacts was high as cortical pieces are taken away. The spatial areas covered by the archaeological assessments, however, are small in comparison with the probable space being utilised in the past, and it is not known how different land use schemes might produce different patterning at the local scale.

To assess these issues, we constructed a set of agent-based computer simulations to evaluate the distribution of archaeological remains in space, and how general patterns of erosion and deposition through time might affect the character of surface deposits.

Figure 1: The remains of one of many heat-retainer hearths from surface archaeological deposits at Rutherford’s Creek, western New South Wales
Simulating the formation of landscape-scale archaeological deposits on the NeSI Pan cluster

Spatial simulations were developed using the NetLogo software package. The first set simulates the changing visibility of surface deposits by modelling the erosion and deposition of surface sediments alongside the construction of cooking hearths. Hearths are constructed by programmed agents at a given rate, and these become hidden, visible, or destroyed by sequences of geomorphic events. At the end of the simulation, the resultant distribution of surface hearths are sampled and compared with field data. The second set of simulations resamples a database of stone artefacts made in a laboratory, and simulates their dispersal using different mechanisms (random walks, correlated walks, etc.). A GIS extension allows the simulations to be run in a spatial environment analogous to Rutherford’s Creek, using different landscape features (lakes, creeks, etc.) as attractors for human occupation.

The data and code were then uploaded to the NeSI cluster, where batches of controlled experiments were automated using a customised shell script developed with the help of the NeSI staff. The simulations disperse millions of artefacts in less than an hour, and generate thousands of simulated populations of radiocarbon dates in rapid succession according to different geomorphic models.

Once these reach densities comparable with those recorded in the field, the results are returned from the cluster, sampled appropriately, and compared to those obtained from Rutherford’s Creek. Without the speed of the NeSI cluster and the experiment automation devised by the NeSI staff, this would be a slow and gruelling procedure.

What’s next

Preliminary results from this study suggest that the patterns in stone artefact assemblages and hearths are more consistent with explanations that include high levels of mobility among human groups. Changes in the levels of cortex among recorded stone tool assemblages are parsimonious with repeated, short-term occupation with little redundancy in place use. Additionally, modelling the formation of the radiocarbon record indicates that both the increasing trend in radiocarbon dates and gaps seen in the record may be consistent with large scale erosion and deposition events. These simulations can be used to develop field tests which may help to differentiate between erosion-driven gaps and those associated with human absence. This kind of insight is important for the development of informed heritage management policy as well as for developing a better understanding of the human past.
**Case study 2**

**BEAST, Bayesian evolutionary analysis sampling trees**

*Alexei Drummond, Bioinformatics, Department of Computer Science*

**BEAST** is a cross-platform program for Bayesian MCMC analysis of molecular sequences. It is entirely oriented towards rooted, time-measured phylogenies inferred using strict or relaxed molecular clock models. It can be used as a method of reconstructing phylogenies but is also a framework for testing evolutionary hypotheses without conditioning on a single tree topology. BEAST uses MCMC to explore tree space in such a way that each tree is weighted proportional to its posterior probability. We include a simple to use user-interface program for setting up standard analyses and a suit of programs for analysing the results.

**BEAST 2** (www.beast2.org) develops new features to allow resuming an MCMC chain, and real time tracking of ESSs while running a chain.

It is easily extensible, for example, the BEAST 2 packages supports multi-chain MCMC, some experimental likelihood calculations that are potentially faster than the base implementation, and a spreadsheet GUI for manipulating models.

BEAST 2 has a plug-in facility. BEAST 2 packages provide more models, such as:

- Birth Death Serial Skyline Model
- Reversible jump substitution model
- SNAPP Species trees from SNP and AFLP analysis
- Substitution Bayesian Model Averaging
- Sampled Ancestors

They can be easily installed/un-installed from BEAUti (BEAST’s GUI). More packages are being developed (http://www.beast2.org/wiki/index.php/Main_Page#BEAST_2_packages).

BEAST developers use the NeSI Pan cluster for running simulation studies to validate new models, and run large analyses with questions of considerable scientific interest. For example, BEAST was used for dating the split of Cichlid species between Africa and South America, determining the origin of Indo-European languages (see http://language.cs.auckland.ac.nz), and analysing epidemiological histories of diseases such as HIV and influenza.

Output of a BEAST analysis of viral samples taken over different years – samples from the same year tend to cluster together. Blue line represents a summary tree of the posterior sample. Green lines indicate uncertainty in the tree distribution. It illustrates how both topology and node height estimates vary in the posterior sample.
Case study 3

Finding genetic variants responsible for human disease hiding in universe of benign variants

Klaus Lehnert and Russell Snell, Jessie Jacobsen and Brendan Swan, School of Biological Sciences

Introduction and research

Our programs aim to unravel the genetic basis of human diseases, using new approaches enabled by recent step-changes in genetic sequencing technologies (aka the "$1000 genome"). The human genome comprises 3 billion loci, and individuals typically differ from this ‘reference’ at millions of sites. These differences are the result of a complex interplay between ancient mutations, selection for survival fitness, mating between populations, events of near-extinction, and strong population expansion over the last ~150 years. A constant supply of new mutations creates new variants that are extremely rare. Some of these variants are directly responsible for disease, and others cause genetic diseases in unknown combinations.

We combine classical genetics approaches with genome sequencing to identify potentially disease-causing variants for experimental validation. One of our focus areas are neurological diseases, and we started a large project to understand the genetic nature of autism-spectrum disorders (www.mindsforminds.org.nz/), an often debilitating neurodevelopmental condition with increasing prevalence in all human populations. We expect that identification of genetic mutations will help us to better understand the disease process and identify new targets for therapeutic intervention. We take similar approaches to support mutation discovery in clinical research in collaboration with ADHB.

This is ‘big data’ research – we typically process 100 billion ‘data points’ for each family, and the data analysis and storage requirements have pose significant challenges to traditionally data-poor biomedical analysis.

What was done on the Pan cluster and how it helped

Using the parallel processing options available on the Pan cluster we were able to derive optimal combinations for multiple inter-dependent parameters to align billions of short sequence reads to the human genome. These sequence read are strings of 100 nucleotide ‘characters’ (one of the four DNA ‘bases’ plus ‘not known’), including a confidence score for each base call, and contain a small number of differences to the reference string – the patient’s individual and population-specific variants. The non-uniform nature of the human genome reference further complicates the similarity search. The goal is to assign a unique position for each read in the genome, using mixed algorithms employing string matching to ‘seed’ the alignment and a combination of string matching and similarity scoring to extend the alignment through gaps and differences, taking into account the confidence score for each base call. Through parameter optimisation and multi-threading we successfully reduced run times from several hours to seven minutes per patient.

The second step of each patient’s genome analysis aims to derive ‘genotypes’ for each of the millions of loci that differ from the reference in each patient. A genotype is a ‘best call’ for the two characters that can be observed at a single position (humans have two non-identical copies of each gene, one inherited from each parent).

Genome sequencing creates 20-500 individual ‘observations’ for each of the 3 billion genome positions. The observations may be inconsistent, and/or may be different to the reference. We obtain a ‘consensus call’ for each position through a process that first proposes a de novo solution for the variant locus (i.e. not influenced by the reference), and then applies complex Bayesian framework to compute the most probable genotype at each locus.

This process requires approximately 2000 hours of computation for a single family. However, on the Pan cluster we can apply a classic scatter-gather approach: we split the genome into dozens of segments, compute genotypes and probabilities for all segments in parallel, and then combine the results from the individual computations to generate a list of all variants in each individual. Total compute time remains unchanged, but the process completes within a few hours!

We use standard bioinformatics software programs such as Burrows-Wheeler aligner, the Genome Analysis Toolkit (GATK), samtools, and others; these work very well but require multi-dimensional parameter optimisation.

Being able to obtain results in hours instead of months allows us to analyse more patients than otherwise possible, and the time gained for variant interpretation increases the number of cases we can analyse.
The NeSI approach has allowed us to perform this research in collaboration with colleagues in Christchurch and Dunedin. The Pan cluster is the perfect home for this collaboration, and the use of a shared computation platform leverages the development effort in the three research teams.

**What's next?**

NeSI’s high-bandwidth connection and compute facilities will allow us to extend our collaboration across the Tasman, and we look forward to working with new collaborators in Australia. And of course there are disease-causing variants to be discovered!

---

**Figure 1: A new mutation – is it real, and does it cause disease?**

A visualisation of the alignment of 360 million 100-nucleotide reads for a parent-child trio against an unrelated genome reference. The window is zoomed on 110 of the 3 billion bases in the human genome (horizontal axis), the vertical axis shows features in the reference genome (top), the reference sequence (colour-coded), followed by three panels displaying several hundred reads (grey lines) obtained from the genomic DNA from father, mother, and child. Differences to the reference sequence are indicated in colour, positions identical to the reference are in grey (majority). Our analysis on Pan has clearly identified a new mutation in the child (orange squares, bottom panel), and it appears to affect only one of the child’s two gene copies.
Case study 4

Multigene environmental DNA data analysis for New Zealand genomic observatory

Alexei Drummond, Dong Xie, Department of Computer Science, Andrew Dopheide, School of Biological Sciences, NZGO (Genomic observatory) team

The project aims to produce a comprehensive phylogenetic and environmental characterization of the terrestrial species in a well-defined New Zealand model ecosystem using modern sequencing, informatics, niche modelling and field ecology approaches. The project is a collaboration between several universities and research centres in New Zealand and Australia, the Department of Conservation, Auckland Council, and iwi, and internationally as part of the Network of Genomic Observatories. It also aims to provide a long-term research program structure for collaborative, interdisciplinary research projects at the intersection of ecology, evolutionary biology and genomics.

The percentage of OTUs at the 97% clustering threshold assigned to phyla. Unclassified OTUs, OTUs containing low-complexity sequences, and OTUs from phyla that are represented by less than 0.1% of the OTUs are grouped into the “Others” category.

In the project, we are able to measure broad diversity of eukaryotes from soil using an environmental DNA approach. Environmental DNA (eDNA) approaches typically focus on microbial communities within the soil and tend to use single gene marker regions. Here we evaluate a suite of DNA markers coupled with Next Generation Sequencing (NGS) that span across the tree of life. Sequences analysis, such as Operational taxonomic units (OTUs) identification by molecular markers, taxonomic assignment, and biodiversities estimation, is a main part of this evaluation.
The raw reads file in a FASTQ format was then passed into a UPARSE pipeline (Edgar, 2013) to identify OTUs, which includes quality filtering, length truncation (300 bp), dereplication, abundance sorting, OTU clustering, chimera filtering and mapping OTUs. The outputs of the pipeline were a FASTA file containing OTU sequences and a mapping file between OTUs and reads for each given OTU clustering threshold. The community matrix was created from the mapping file by retrieving the site information added in the sequence label previously, and the matrix described species abundance (OTU counts) according to sampling sites.

Jost’s biodiversities (Jost 2006) are respectively calculated regarding community matrices of six eDNA methods using R package vegetarian (Charney and Record 2012). Rarefaction curves for diversities are further estimated using a 97% threshold for OTU identification by subsampling the minimum number of OTUs of sampling sites (subplots) using R ecology package vegan (Oksanen et al 2013). BLAST+ was used to classify the taxonomy of OTUs, and the classification result was interpreted to taxonomic assignment by phyla.

To learn more about the project, please refer to the project webpage www.genomicobservatory.cs.auckland.ac.nz and the database link https://data.genomicobservatory.cs.auckland.ac.nz.
Testing what cosmic inflation really predicts

Layne Price, Department of Physics

Overview
A period of accelerated expansion in the early universe has recently received outstanding support from precision measurements of the cosmic microwave background. This “inflationary” epoch occurs at high energy scales where the exact behaviour of physics is uncertain. We focus on the numerical exploration of the dynamics of early universe models that have many degrees of freedom, which generically arise in high energy theories such as supersymmetry or string theory.

Inflation in the era of precision cosmology
Inflation is an early period in the universe’s history when the cosmological expansion accelerated. Paradoxically, this acceleration helps to explain both the general smoothness of the cosmic microwave background (CMB) and the statistics for the tiny hot and cold spots that cause the CMB to deviate from perfect homogeneity. Inflation has recently received significant observational support from measurements of the temperature and polarization of the CMB, which were taken by the space-based telescopes WMAP and Planck, as well as the ground-based telescope BICEP2.

Inflation operates at energy scales that are vastly higher than any other known physical process, with typical energies that are 14 orders of magnitude higher than what can be obtained at the Large Hadron Collider at CERN. Before these recent developments in precision cosmology, the exact physics at these scales was exclusively the playground of speculative ideas on quantum gravity, string theory, and supersymmetry. While simple inflationary models seem to be able to reproduce the CMB data, only recently have people begun to explore the consequences of inflationary models that incorporate features generally expected to be present in high energy particle physics.

The role of high performance computing
In our work we have focused on exploring the generic predictions of more complicated particle physics models of inflation that incorporate many active degrees of freedom. We have developed a series of numerical tools that are able to perform efficient simulations of the relevant physical processes at work in the early universe. Deriving a complete picture of what one of these models predicts requires extensive sampling of a high dimensional parameter space, the numerical evaluation of a coupled system with hundreds of nonlinear differential equations, the simulation of the plasma dynamics that generate the CMB, and the construction and evaluation of observationally relevant statistics.

Future work
The next step in this project is to use lattice simulations of partial differential equations to evaluate the role of spatial gradients in the initial conditions. We will also perform a complete statistical analysis of the Planck and BICEP2 data for these more complicated inflation models by calculating the Bayesian evidence and posterior probabilities. This will require extensive numerical work where we have to explore the entire allowed parameter space and weight each possible set of parameters against how likely it is that it could reproduce our CMB. The work that we have done to-date provides a series of significant first steps toward this more ambitious goal.
The detection of the B-mode polarization of the CMB by the BICEP2 telescope in Antarctica. The simplest explanation for this polarization spectrum is due to gravitational waves in the early universe, with an amplitude consistent with what is predicted by the simplest inflationary models. [arXiv:1403.3985]

The hot and cold spots in the cosmic microwave background (CMB) as measured by the space-based telescope Planck. The CMB is at an average temperature of 2.7K and these fluctuations occur only at the level of micro-K, making a high resolution picture like this a true experimental achievement. [arXiv:1303.5062]
Phylogeny and phylogeography of the family kyphosidae (Perciformes: teleostei)

Steen Wilhelm Knudsen, School of Biological Sciences

Introduction
Comparing DNA sequences of multiple genes in various species is commonly applied today for inferring relationships among species and finding the best phylogenetic tree that explains how species have evolved and how they are related.

In this study we focused on the sea chubs (family Kyphosidae) that are abundant consumers of macroalgae on both temperate and tropical reef systems. Several species have extremely broad distributions. Juveniles of Kyphosus species are often found well offshore among drift algae, suggesting a high potential for oceanic dispersal. The relationships and taxonomic status of the 16 valid species of sea chubs (genera Hermosilla, Kyphosus, Neoscorpis and Sectator) known worldwide have long been problematical due to perceived lack of character differentiation, complicating ecological assessment.

We inferred the relationship and distribution of all known species of sea chubs using a combined analysis of partial DNA fragments from mitochondrial markers (12s, 16s, cytb, tRNA-Pro, -Phe, -Thr and -Val) and three nuclear markers (rag1, rag2, tmo4c4), in total comprising 5960 bp from 118 individuals. Synonyms among Atlantic and Indo-Pacific taxa show that several sea chub species are more widespread than previously thought.

Using the Pan cluster
The main work carried out on the Pan cluster comprised parallel analysis using the software MrBayes and BEAST, and was run across multiple CPUs where each result afterwards was combined and the best tree inferred through the lengthy analysis that occasionally can take more than a day to complete. Furthermore, by applying fossil calibrations on the groups of species in the tree while the analysis runs, the time for speciation of different species and groups can be inferred and provide a chronogram – an evolutionary tree that shows points in time of speciation for various groups.

The chronogram shows that Kyphosus originated relatively recently, in the early Miocene. Neoscorpis lithophilus, Kyphosus corneli and Hermosilla azurea are basal in the topology, implying a subtropical, Indo-Pacific origin for the family. The Southern Indo-Pacific Ocean hosts the greatest diversity in sea chubs, and Western Australia and South-Eastern Africa appear to be refuge habitats for ancestral lineages. The tropical species of Kyphosus and Sectator represent very recent divergences, indicating that herbivory in the group originated at higher latitudes, and that carnivory in the autapomorphic Sectator ocyurus is derived. Several clades of perciform herbivorous reef fishes had established themselves on tropical reefs in the Eocene. Kyphosids colonised low latitude reefs much more recently, and speciated rapidly.

Running these analyses on the Pan cluster made it possible to infer evolutionary trees that are based on more comprehensive data analysis than would be possible – within a feasible timeframe – to prepare from analysis run on a single desktop computer. It also made it possible to test multiple settings and cross influence of parameters to ensure the resulting trees were the most optimal reflection of the evolution among the sea chubs that could be inferred from the inherent DNA data.

Being able to infer these evolutionary trees through the use of parallel computing on Pan cluster was fundamental to this study, and ensured that the evolutionary scenario inferred was based on rigorous testing of the underlying data.

Our research has resulted in two scientific publications in the journal Zootaxa, and we are currently working on two additional scientific papers, and two chapters for a guidebook on New Zealand fishes.

Figure 1: A photo of Kyphosus gladius (above) and Kyphosus sydneyanus (below). We discovered that Kyphosus gladius had gone unnoticed in Western Australia, as it has been confused K. sydneyanus in the past. But careful examination of radiograph photographs and detailed analysis of the DNA sequence variation in the different species of Kyphosus lead us to conclude that K. gladius should be described as a new species for Western Australia. These findings were published last year in Zootaxa (vol. 3599). Photo by K. Clements.
Figure 2: Evolutionary tree based on 5578 bp from both mtDNA (3427 bp) and nDNA (899 bp rag1, 772 bp rag2 and 479 bp tmo4c4), and inferred in BEAST by running the analysis 160 mio. generations, in 8 parallel runs, sampling a total of 10,000 trees and creating a consensus tree from 8,000 trees. The consensus tree shows that the genera Scorpis, Medialuna and Neoscorpis and Kyphosus are closely related.
Case study 7

Molecular phylogenetics uses genetic data to reconstruct the evolutionary history of individuals, populations or species

Stephane Guindon, Department of Statistics

Understanding biological processes generally involves the comparison of various species. Deciphering the origins of a complex organ, such as the human eye for instance, very much relies on the analysis of same organ in other animals. It is through such comparison that the working of this organ can be inferred. This mechanistic approach to understanding biological systems has been, and still is, very successful. Phylogenetic trees depict the evolutionary relationships between species and thus provide a relevant framework to the comparative approach in biology. Phylogenetic trees are therefore much more than a tool to classify species.

Genetic sequences convey a wealth of information about evolution. Differences between contemporary sequences are the consequence of the accumulation of mutations during the course of evolution. Using a relevant statistical approach, one can then reconstruct the tree that best explains the observed differences between sequences. More specifically, mutations are modeled as a Markov process that “runs along” the phylogeny. The inference then relies on the likelihood function, i.e., the probability of observing the sequences at the tips of the tree given the whole phylogenetic model, i.e. the Markov model of mutations as well as the phylogenetic tree itself.

Estimating the parameters of phylogenetic models is challenging. First, the number of possible binary trees that connect the species (or populations) grows exponentially with the number of tips. In practice, when reconstructing phylogenies, it is therefore impossible to examine all possible trees. Heuristic algorithms have thus to be designed in order to explore the space of possible solutions efficiently. Second, as the size of available data sets increases, Markov models of increasing complexity can be fitted to genetic sequences. Estimating the parameters of these models then relies on sophisticated optimization or sampling techniques.

The PhyML software

In collaboration with colleagues from the CNRS in France, I have developed the software PhyML that implements fast algorithms for estimating trees that maximize the likelihood function. The original article that describes these algorithms [1] has been widely cited and PhyML is now one of the most popular software in evolutionary biology. The maintenance and development of this software requires constant testing. New methods and algorithms are regularly incorporated in PhyML. Assessing the stability and the performance of these new methods before making them available to the scientific community is therefore paramount.

Given the increasing size of data sets available, the NeSI Pan cluster allows me to run thorough tests by analyzing hundreds, sometimes thousands of sequence alignments in parallel. Being able to monitor the average speed and accuracy with which phylogenetic models are inferred with PhyML is essential in order to make sure this software performs well compared to its multiple competitors.

Modelling competition between species

PhyML also serves as a platform to implement research projects. Together with Louis Ranjard (SBS) and David Welch (Department of Computer Science), we have recently designed a statistical model that uses phylogenetics in order to explain the current spatial distribution of species [2]. In particular, our model relies on the idea that a given species may be found at a particular location simply because it happened to be the first to colonize this territory during the course of evolution. In other words, competition between species may prevent secondary colonization. Using phylogenetics helps us decipher the ordering in which different species colonized their habitat, therefore providing precious indication about whether or not competition could indeed have played a role in this process.

An important aspect in statistical modeling of stochastic processes is to assess the accuracy and precision with which the parameters of these models can be estimated. Large scale in silico experiments are here very helpful. One first generates data according to the proposed model, using specific (or randomly chosen) values for its parameters. The second stage of the experiment consists in using these simulated data and infer the model parameters. Ideally, the estimated values and the ‘true’ ones (i.e., the values that were used in the first stage of the experiment) should be highly correlated.

The NeSI Pan cluster provided us with adequate computing resource to perform these experiments for our competition model. We were thus able to show that the parameters of our model can indeed be recovered from the available data (see Figure 1), hence
demonstrating the validity of our approach. Each data point in these scatterplots was obtained from the Bayesian estimation of the corresponding parameters using Markov Chain Monte Carlo. These inference techniques enjoy good statistical properties but are very demanding from a computational perspective. We would simply not have been able to produce these results without the computing resources provided by the NeSI Pan cluster.

**References**


Figure 1: Posterior estimates of competition ($\lambda$) and dispersal ($\sigma$) parameters — 100 taxa, 150 locations (top row), 100 locations (middle) and 50 locations (bottom).
Number theoretic algorithms in cryptography

Shi Bai, Steven D. Galbraith, Department of Mathematics

Modern public-key cryptography is about communication in the presence of adversaries, allowing users to communicate confidentially without requiring a secret key to be distributed by a trusted party in advance [1]. The security of public-key cryptosystems is usually based on the presumed hardness of certain number-theoretical problems such as integer factorization and lattice problems. Therefore, it is important to understand the difficulties (both theoretical and practical) of the underlying computational problems. The project aims to understand the security of modern cryptosystems by investigating the computational efforts that are required to attack them.

Our main goal therefore is to investigate new and improved algorithms for solving certain important computational problems. The NeSI Pan high performance cluster provides significant computational power and parallel scalability for us to investigate these algorithms. Our research has practical importance for the security of modern cryptosystems: suggesting safe parameters for them as well as constructing new schemes and protocols.

Schemes

There are two scenarios in the scope of our research: pre-quantum and post-quantum cryptosystems. At present, many public-key cryptosystems rely on the presumed hardness of integer factorization and computing discrete logarithms. Such cryptosystems are often referred to as the pre-quantum schemes as there exist efficient algorithms to attack them on quantum computers. In contrast, new mathematical foundations for cryptography such as lattices are becoming interesting as they can be used to construct post-quantum cryptosystems (since they are believed to be secure even against attackers with quantum computers).

Integer factorization

The first scenario is concerning the factorization of large integers. The RSA cryptosystem relies on the assumed difficulty of the large integer factorization problem. Figure 1 shows the RSA-1024 challenge, a 309 decimal digit number, which has not been factored so far. The number field sieve (NFS) is asymptotically the most efficient algorithm known for factoring large integers. Its time complexity is sub-exponential. It consists of several stages, the first one being polynomial selection. The running time of NFS depends on the quality of the polynomials. The project aims to investigate efficient algorithms for polynomial selection. The NeSI Pan cluster provides computational resources for the project, as the computational requirements of such a computation are substantial. For large integer factorization, a few thousand jobs are usually running on the cluster at a time. Such tasks would not be possible to accomplish without the usage of the NeSI cluster.

Lattice-based cryptosystems

The second scenario is to study the computational hardness of certain lattice problems. A lattice can be visualized as a periodic arrangement of points in space (Figure 2). The difficulty is that there are many different ways to write down a “basis” for a lattice. Lattice-based cryptosystems often rely on the assumed difficulty of finding certain vectors that satisfy nice properties (e.g. shortness) in a lattice. At present, lattice-based cryptosystems have relatively large keys and/or ciphertext size compared to traditional cryptosystems such as RSA. Hence, an important research problem in lattice-based cryptography is to obtain practical public key schemes that are still provably secure under lattice assumptions. The NeSI cluster helps us to investigate the security of lattice-based systems through large-scale computation.

Real-world application

The research has practical implications for the real world, as cryptography is critical for electronic transactions everywhere, such as e-mail, e-commerce and mobile communications. It is important to make sure the cryptographic algorithms are secure and efficient. One of our research outputs helps to build more efficient and provably secure digital signatures on lattices (e.g. [3]). Our research also helps us identify potential vulnerabilities and weaknesses of cryptographic algorithms and hence suggest safe parameters and constructions for crypto-protocols [2]. For example, researcher Zachary Harris used our software cado-nfs to find vulnerability in Google [5] (using a too small RSA key for email authentication). Recently, two researchers Fabien Perigaud and Cedric Pernet from the Cassidy Cybersecurity used our software cado-nfs to reverse-engineer a ransomware [6].
Network and collaboration

We are participating in international collaborative research projects that bring together researchers from France, Germany, USA and other countries. We have been involved in co-developing the open-source software cado-nfs (http://cado-nfs.gforge.inria.fr), which has been used in the computation on the Pan cluster. We hope to attack some large-scale computational problems in feasible time through our collaboration. Locally, our research, computation and experiments would not have been possible without access to the NeSI computing facilities and help from the Centre of eResearch staff.
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Case study 9

Estimating migration rates in the budding yeast Saccharomyces cerevisiae

Sarah Knight, School of Biological Sciences

Background

Eukaryotic microbes are key ecosystem drivers, but we have little theory and few data elucidating the processes influencing their observed population patterns. Because of their large population sizes, and ease of transfer, one might expect microbial populations to be well mixed, but there is increasing evidence showing that many are not homogeneous but structured. Understanding the processes that drive population structure and connectivity has implications for understanding the evolutionary trajectories of these organisms.

The budding yeast Saccharomyces cerevisiae is of significant commercial importance due to its role in the production of bread, wine, beer and other alcoholic beverages but is also widely used by the scientific community as a model research organism. While we have a vast knowledge of its cell biology, genetics and increasingly its ecology and evolution, studies of its population patterns are often confounded by geography.

Since microbes are inherently difficult to observe directly, we rely on genetic methods to infer their movements. As part of a larger investigation into the population dynamics of S. cerevisiae in New Zealand, we sampled S. cerevisiae from vineyards and surrounding native bush in major Sauvignon Blanc growing regions and genotyped 850 individual isolates at eight microsatellite loci.

Figure 1: Adapted from *Knight and Goddard (In press). Migration rates between regions as calculated by MIGRATE.*

*This research has recently been accepted for publication by The ISME Journal.*
After removing identical genotypes from the same samples due to the clonal nature of growth of *S. cerevisiae* during the culturing process, the final dataset comprised 369 microsatellite profiles. This dataset was used to infer patterns of population structure and connectivity between these regions and between managed and unmanaged ecosystems within each region (*Knight and Goddard, In Press*).

**Estimating migrations rates using the Pan cluster**

Analyses of genetic data to infer migration rates are typically very computationally expensive. We used a Bayesian coalescent approach implemented in MIGRATE (Beerli, 2006; Beerli, 2009) that ran ten replicate MCMC chains of one million steps in length across all eight loci. With the help of staff at NeSI, optimal settings were determined and we managed to run each chain for each locus in parallel, essentially reducing the time it took to run the analysis by 80 times! Even then the analysis still took weeks to run and without the resources provided by NeSI this analysis would not have been possible.

**What’s next?**

Our results suggest that migration of *S. cerevisiae* in New Zealand mimics the movements of fruit by the wine industry, with larger migration rates into the larger wine producing regions. While this work is now largely completed, it would be interesting to examine what differences exist in the population dynamics of microbial eukaryotes that do not have such a close association with human activity. Can we still detect human influenced dispersal? Or are these populations more highly structured?

**References**


Case study 10

Improving the treatment of heart disease

Susann Beier, Faculty of Medical and Health Sciences

Coronary artery disease is the most common killer in the Western world. One in four people will die from a blockage in one of the coronary arteries, preventing supply of blood and oxygen to the heart.

A common treatment for narrowed arteries is ‘Percutaneous Coronary Intervention’ or PCI, where a wire mesh tube, or ‘stent’, is inserted into the narrowed blood vessel and expanded to hold it open. The expansion of the stent compresses the abnormal build-up of atheroma narrowing the artery. This is a highly effective and relatively low risk treatment, it avoids surgery, and enables rapid improvement in the patient’s condition. Unfortunately, stents fail in 25% of patients, when the previous narrowing reoccurs within the stent.

My research aims to study the link between stent design features, the changes they cause in blood flow (haemodynamics), and the impact on patient outcome. Computational Fluid Dynamic (CFD) modelling was used to quantify the haemodynamics for various stent designs. This allowed the calculation of blood velocity, the stress the blood flow induces on the vessel wall, and to detect regions of rapid changes by simulating the vessel shape, circulation and blood rheology. Two commonly used stent designs were modelled to determine their respective strengths and weaknesses.

In addition to the computational simulations, a number of blood vessels were scaled up, manufactured in plastic using 3D printing and connected to a pump to simulate the heart. They were then placed in an MRI scanner to measure the blood flow with PC-MR (Phase-Contrast Magnetic Resonance). A comparison was then performed between the computational CFD and experimental MRI data with good agreement found.

Simulating coronary blood flow on the Pan cluster

Many simulation time steps were required to accurately represent the rapidly changing flow conditions in the coronaries with more than 2,500 time steps computed for a single heartbeat. To ensure full development of the flow, four heartbeats were modelled, and only the last was analysed. Each simulation contained approximately 20 million elements, and used multi-threading over six cores with 40 CPUs and with 20GB of memory each, and took around 48 hours to solve.

This task would have not been possible without the Pan cluster, as the memory requirements would have exceeded local desktop capabilities well before a possibly month long solution was obtained. We were able to run many simulations on the cluster, allowing us to systematically investigate more than 20 different stent design aspects, and their impact on blood flow in the coronary arteries.

Next steps

Due to the Pan cluster resource we are now extending our research to more complex vessel geometries such as vessel branching. Having gained a greater understanding of the features that are critical to idealised stent design, the next milestone is to model a stented coronary artery from an actual patient. This is a highly complex undertaking but the knowledge that can be gained will have an important impact in the treatment of patients with heart disease.
Modelling dual reflux pressure swing adsorption (DR-PSA) units for gas separation in natural gas processing

George Zhang, Department of Chemical and Materials Engineering

Pressure swing adsorption is an alternative gas separation method using adsorption to separate gas mixtures. DR-PSA is an advanced configuration of pressure swing adsorption with two product refluxes and an internal loop. DR-PSA can achieve perfect separation in theory.

Dynamic modelling of adsorption units is considerably hard. Material balance, energy balance, heat transfer, mass transfer has to be considered in dynamics, thus rigorous numerical models are often built using a dedicated simulator: Aspen Adsorption. Aspen Adsorption is a module of the Aspen Suite and has built-in partial differential equations for mass balance, energy balance as well as adsorption isotherms. Besides these, Aspen Adsorption can model pressure-flow networks in a rigorous way.

Conventional PSA usually contain two columns working in parallel - one in adsorption mode and the other in regeneration mode. To simplify the model in Aspen Adsorption, it introduced an “interaction unit” to decrease computational intensity. However DR-PSA has two refluxes and four adsorption parts thus four adsorption columns need to be independently and simultaneously simulated while the pressure-flow relationships of the system also has to be guaranteed. Besides these, the stiff manner of the system requires the integrator step size to be very small (as low as 1E-5 seconds), otherwise the integrator would either crash or result in a wrong predicted value.

As the dynamic model of DR-PSA has never been built before, a very large number of runs are required to match experimental data and to study the effect of each operation parameter. All these contributed to extra computational resource required. On a normal desktop (3.3Ghz Quad Core Intel i5 processor with 8GB ram), one simulation scenario would take more than 10 hours to finish and the system only allows 3 scenarios to be run at once. During last phase, around 70 different scenarios were run and the whole work took more than 4 months to finish. Now using the high performance computer, 6 simulations can be run concurrently, and instead of 2 weeks for 18 simulations it takes only 3 days.
This research is performed in collaboration with the University of Western Australia, where they perform the experiments. Figure 3 below shows the results of a temperature distribution comparison between experiment and simulation. There is a very good agreement, which could only be obtained thanks to the computational power provided by the VM.

Figure 2: The experimental 2-column setup

Figure 3: Temperature profile comparison – Vintel spec
Multiscale modelling of saliva secretion

James Sneyd, Department of Mathematics, University of Auckland
David Yule, School of Medicine and Dentistry, University of Rochester
John Rugis, New Zealand eScience Infrastructure

This interdisciplinary project encompasses a range of activities targeting anatomical data based structural modelling of individual salivary cell clusters, solution of cellular calcium dynamics function in full 3D simulations, interactive visualisation of resultant calcium waves and validation of results by comparison to experimental data. The model will be used to test duct cell function and for the testing of pathological conditions. The overall project is funded by the National Institutes of Health, USA (Sneyd, Yule).

Current activity and results

Figure 1: Colour coded digitised image slice.

Real biological samples where digitized using fluorescent markers and confocal microscopy. A sample image slice in which individual cell outlines can be seen is shown in Figure 1. The cell membranes are colour coded red and the interconnecting lumen is colour coded green. Note that, in living beings, the saliva secreted from the cells is transported through the assumed tube-like lumen structure. The full set of images slices was used as the basis for a full 3D graphics model reconstruction of one cluster of cells as shown in Figure 2. The tube-like structure of the lumen can now be clearly seen. This anatomically correct model was used in turn as the basis for the creation of a 3D tetrahedral mesh suitable for finite element simulations.

Figure 2: Full 3D mesh model of a cluster of cells.

The same underlying 3D graphics mesh was used in the animated visualisation of the calcium concentration simulation time series results. One time series frame is shown in Figure 3. Through the NeSI Pan cluster was used for both graphics model rendering and running the finite element simulations. Thanks to the NeSI, we were able to render higher quality images and run many more simulation variants than would have been possible on a desktop computer. This facility will also enable us to scale up our model to include many more cells.

Figure 3: Simulation output snapshot.

What’s next

As expected, simulation results for each of the cells differ somewhat. Further work will include a detailed analysis of how cell geometry effects the generation and propagation of calcium waves within each cell. We also plan to construct a larger model based on new digitisations using refined microscopy techniques.
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Testimonies from the University of Auckland researchers

The Centre has conducted an annual survey regarding our support for researchers within the University. We concentrate on those active users on their experience in using High Performance Computing, RVM and Visualisation facilities. There were 226 surveys sent out during 2014 with 89% response rate from the University of Auckland researchers. Below were some of the feedback that we received from them.

Department of Chemical and Materials Engineering
The virtual machine is extremely powerful and the connectivity is brilliant. I never encountered any problems when I need to access the machine. It would be better if the user can have a bit fewer options - for example user can reboot the VM whenever they need. The memory allocation is more than needed - I required 16G but was allocated 64G and I think it can be better used somewhere else. (rvmf00002)

Department of Civil and Environmental Engineering
The guys at the Centre for eResearch are lovely and professional. (uoa00056)
Excellent help from the support staff. (uoa00074)
I am very impressed by the level of support and dedication provided by the cluster support team. (uoa00174)

Department of Electrical and Computer Engineering
I have found access to NeSI extremely valuable in being able to run the very large electromagnetic simulations of building-scale environments. I look forward to using this facility in the future as this work is continuing and our techniques are evolving. We have a number of interesting problems to look at. (uoa00191)

Department of Engineering Science
Without NeSI resources this project would not be possible within the limited constraints of departmental computational resources, which provide little more than modest configured desktop compute facility. (uoa00224)

Department of Mechanical Engineering
At the moment my overall compute time is heavily dependent on queue time and licensing restrictions for LS-DYNA. My jobs run somewhat faster on the cluster but the non-SMP version of LS-DYNA we have, doesn’t parallelize very well. Since my jobs take <30 hours in real time to complete on my desktop, a long wait on the cluster can negate its advantages. My future jobs will benefit from larger available memory on the cluster as my current jobs come close to running out of memory on my desktop. (uoa00080)

School of Medical Sciences
An essential aspect to our HPC access is the number of project that can be started. It must be noted that these are projects that use integrated computer and wet laboratory methods. Our main use is in the discovery of new molecules that inhibit the function of disease causing proteins. In this regard if the compounds investigated do not show any effect in the laboratory experiments, it will take longer for the project to show an outcome of the types listed. Although this is the case, access to HPC is vital to the project whether it is ultimately successful or not. This provides a unique post graduate student training opportunity for students in biomedical and biological sciences where they can develop multi-disciplinary projects that expose them to computational aspects. Success here is the completion of the project. For example team member Grace Gong is investigating the potential for inhibiting enzyme function by different mechanisms and has completed a number of virtual screens to help this. Without access this would have been impossible to do and the project would not have been offered. (uoa00040)

Bioinformatics Institute
The availability of the services is fantastic. In general, there is a problem with stability and reporting on the progress of long jobs. We have had to re-submit several jobs as (parts of the) cluster crashed, and this happened at times when the jobs had been running for 10 days or so and were anticipated to finish within the next couple of days. It is also difficult to tell when a job is not progressing, but that might be very difficult to report, too. In our case, we had our research programmer do all the work. Not having such a person available would basically mean that researchers would have to fiddle around with the submission of jobs, which is basically infeasible. I think that investing in support or investing in easier accessible submissions of jobs would increase the quality of the service by a large margin. (uoa00175)

Department of Mathematics
We appreciate very much the staff at the Centre for eResearch for help and support. (uoa00183)
Department of Physics
All is going well and with my students we are progressing towards creating finalized papers as research outputs. The ability to have large amounts of disk space has been a great help in allowing me to construct the synthetic populations and base stellar evolution models. (uoa00094)

Resolution of issues and assistance with getting jobs onto the cluster has been excellent! I have attended one SLURM training session and a one-on-one session which were both excellent! (uoa00255)

Department of Psychology
The cluster has been great for this project. I have been able to run a range of analyses simultaneously. This work is currently being prepared for publication. (uoa00163)

The cluster has been amazing for exploring a range of analyses quickly. We are writing up this work now and submitting it to PNAS. (uoa00164)

Department of Sport and Exercise Science
This is a great service and should be supported by the University. (uoa00006)

Department of Statistics
Pan is really useful for me to implement my large size simulation, the employees of eResearch are very supportive and helpful, I really appreciate all the help that I could get, especially I do not have much experience and background in the computer science. (uoa00250)

School of Chemical Sciences
I think the migration to SLURM has been great, and there has been huge support from the NeSI support team in helping to iron out the kinks in the job scripts. Also, having people who answer your requests for help in the middle of the night (which is when I’m most productive) has been a godsend. Running my calculations on the cluster has immensely improved my research capability and has allowed me to conduct a benchmark analysis of porphyrin-fullerene supramolecular interactions. With this data, I will be able to publish a paper which is of equal or better quality to those who are leaders in this field of chemistry. The calculations I run on the cluster require huge computing time and resources, and without access to the cluster, this research would be near impossible. (uoa00046)

School of Environment
Having access to this facility has helped immensely to advance my research, and to consider more ambitious modelling projects than I might have otherwise. The staff have been extremely helpful, and have been quite generous with their time and in lending their expertise. I have taken advantage of any seminars on GPU programming or parallelisation that have come along. Keep up the great work! (uoa00035)

Note: The end codes represent projects. Feedback provided by project team leaders.
Appendices

**Journal Articles**


Conference Proceedings


Carroll, Emma; O’Rorke, Richard; Sewell, Mary; Scheltema, Emma; Dassanyake, Asela; Ross, Howard; Zeldis, John, Constantine, Rachelle. “Plankton to Pooh: Ecosystem Approach to Investigating Whale Diet”, 20th Biennial Conference on Biology of Marine Mammals, Dunedin, New Zealand, Sept 2013.


Oral presentations


Ben Davies. “Modeling Archaeology: Using Spatial Simulation to Connect Behavioral Models with Data in Arid Australia”. Boston University, Apr 2014


Grigor Aslanyan. “Te Knotted Sky” papers at Tufts/MIT joint Cosmology Seminar, CFA at Harvard University, IAS, Yale University, Stony Brook University, UC San Diego 2014.


Grace Gong “Structure-Based Design of P110a-Specific PI3K Inhibitors, and Inhibitors That Are Proposed to Target an Alternative Pocket Present in The Kinase Domain of PI3K Alpha”. ACSRC seminars 2014.

Gwynn Sturdevant. Related to project of “Statistical Modelling of Carryover Effects after Cessation of Treatment” at Australasian Epidemiological Association 2014

Gwynn Sturdevant. Related to project of “Statistical Modelling of Carryover Effects after Cessation of Treatment” at New Zealand Statistical Association 2014

Gwynn Sturdevant. Related to project of “Statistical Modelling of Carryover Effects after Cessation of Treatment” at International Biometric Society 2014

Yevhen Mohylevsky. “2-Dimensional Voter Model Chordal Interface”, NZ Probability Workshop, , Te Anau, Jan 2014


Attique Ur Rehman. Project related to “Modelling The Long-Term Evolution of The Large Satellites of Uranus”, NZMS Colloquium 2013


Patent

Wannes van der Mark. French Patent Application 1457862 (c. 18 August 2014)
Posters


Sarah Jane Knight: Poster at Wine Industry Conference, Bragato 2013


Nick Holford. “Power and Type 1 Error of Tumour Size Metrics Used to Predict Survival”. The Annual Meeting Of The Population Approach Group in Europe. ISSN 1871-6032.

Book


Grants

Jon Francis Tunnicliffe: Vice-Chancellor’s Learning Enhancement Grant. Proposal has been submitted 2014.


Russell Grant Snell: Faculty Research Development Fund for “Sequencing of Clinical Genomes and Exomes”


Software Packages

Grigor Aslanyan: Cosmo++ publicly available at http://grigoraslanyan.com/cosmopp


Theses

Paul Hadwin: Applied the Bayesian approximation error (BAE) approach to treat unknowns present in biomedical electrical impedance tomography (EIT).


Steffen Klaere: Influence measures site-by-site in phylogenetic inference and exploring rate heterogeneity in genomes.

chengu Liu: Simulate gentrification from both supply and demand side perspectives

Sina Masoud-Ansari: Ground motion simulation and time series prediction using feature analysis.

Jessie Wu: Bayesian approaches to model uncertainty in phylogenetics.

Chris David Mathieson: The outcome of physical testing of a novel cold-formed steel connection and finite element modelling of the specimens tested.

TaoYing Tam Tu: Numerical studies of dynamic stall on the thick-root S814 turbine foil.

Howard Ross: Comparison of metagenomic analysis pipelines including sequence pre-processing and clustering techniques

Howard Ross: A comparison of metabarcoding data analysis pipelines.

Steen Knudsen: Phylogeny and phylogeography of the family Kyphosidae (Perciformes: Teleostei)

Tom Allen: Mechanics of flexible composite hull panels subjected to water impacts.

Anna Maria Matuszek: Defining known drug space by DFT based molecular descriptors. Virtual screening for novel Atg5-Atg16 complex inhibitors for autophagy modulation

Eylem Kaya: Desy caesary title: Natural state model calibration for a deep natural convective model of part of the taupo volcanic zone (tvz)

Tet Chuan Lee: Near-wall microfluidics in the microcirculation.

Pavel Petrovich Sumetc: Modelling vascular vessel walls.

Levi Li: Electrostatic modelling of antimicrobial proteins.
Brendan Swan, PhD thesis is supported by project uoa00001 using HPC to investigate human genomic info for human health.

Howard Ross: Reconstructing the demographic history of adlie penguins (Pygoscelis adeliae) using mtDNA and coalescent methods.

Chris David Mathieson. “Novel Pin-Jointed Connection for Cold-Formed Steel Trusses” A summary of the thesis research.

Other research outcomes

Jim Denier: refereed archival journal publications in server leading journals.

Suzanne Jean Reid: Presented results from PLINK analysis of genotyping data in lab group meetings.

John Eldridge: A new set of stellar evolution tracks that have been combined to create synthetic stellar populations including binaries.

Klaus Bernd Lehner: Ongoing collaboration with LIC and attracted LIC as a commercial client.

Johannes Reynisson: Project 1 Computational studies of metallobenzenes completed. Two manuscripts in preparation. Projects 2. New computational studies to find stable intermediates in the reaction mechanism that could be isolated experimentally. Two manuscripts in preparation.

Stuart Norris: The research output at this stage is just two Engineering Part 4 Project Reports

Badar Al-Nasri: Investigation of the effects of coil geometry on heating of a hot water cylinder, Mechanical Engineering Project Report2013-ME-1


Russell Grant Snell: Project uoa00001- Using High Performance Computing to investigate human genomic information for human health. Collaborations with researchers at University of Otago, Harvard University, and Garvan Institute (Sydney).

Russell Grant Snell: Collaboration with several clinical practitioners at Auckland Hospital to sequence and analyse the exome and genome sequences of undiagnosed patients.

Russell Grant Snell: Community engagement: Newsletter to “Minds for Minds” registrands (>1,000 individuals across New Zealand).

Russell Grant Snell: Community awards: Finalist in Westpac “Women of Influence” (Jessie Jacobsen - uoa00001)


Pierre-Marie Bonnemason: Internship report

Cenanning Li: Project related to simulation of information theoretic criteria for least-squares trees for thesis expected to be published in 2015.

Benjamin Lu: Models for Part 4 Project related to CFD analysis using ANSYS, Aboqus and OpenFOAM.


Richard Anthony Galvez: Layne Price has given a conference presentation at Cosmo2013, University of Cambridge (September, 2013); seminars at: University of Nottingham University of Sussex University of Valencia University of Barcelona Cornell University MIT.


Ewan Tempero: The Qualitas Corpus is a curated collection of software systems intended to be used for empirical studies of code artefacts

Susann Beier: Runner-Up Award for Emerging Researcher of the Year, FMHS University of Auckland, 2013

Rajnish Narayan Sharma: Intern report

Matthieu Detienne: Intern report by Matthieu Detienne

Rui Gong: Conference paper is in progress.
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